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Abstract

This paper develops and tests a model where cities play an important role as marriage markets. The idea is simple. Cities are dense areas where singles can meet more potential partners than in rural areas. To enjoy those benefits, they are willing to pay a premium in terms of higher housing prices. Once married, the benefits from meeting more potential partners disappear and consequently, the countryside becomes more attractive. This generates a flow of married couples out of the city.

We find that the fraction of individuals living in one of the 5 largest cities in Denmark at age 18 is 22%, at the date of marriage this fraction has increased to 36% and after 5 years of continued marriage it bounces back to 23%.

1. Introduction

Why do people live in cities? The idea we put forward in this paper is that cities play an important role as marriage markets. Cities are dense areas where singles can meet more potential marriage partners than in rural areas. To enjoy these benefits, they are willing to pay a premium in terms of higher housing prices. Once married, the benefits from meeting more potential partners disappear and consequently, the countryside becomes more attractive. This generates a flow of married couples out of the city.

We find that the fraction of individuals living in one of the 5 largest cities in Denmark at age 18 is 22%, at the date of marriage this fraction has increased to 36% and after 5 years of continued marriage it bounces back to 23%.

In order to explain this pattern, we extend the marriage-market model of Burdett and Coles (1997) and distinguish between search markets that are more efficient (cities) and less efficient (rural areas). One obvious implication of the model is that singles are more likely to move from rural areas to cities while couples are more likely to make the reverse movement. This is in particular relevant for the most attractive types because they are most choosy and therefore benefit most from a high contact rate. Consequently, they are also the ones that are most willing to pay the higher house prices in the city. In a segmented equilibrium, all agents have a desire to sort in homogeneous segments and the joint existence of cities and rural areas offers them this opportunity. Our story can also be rephrased as one of clubs that sort attractive types and raise high entrance fees, see Jacquet and Tan (2007). Since the opportunity cost of being single are larger for the most attractive types, they are willing to pay those high fees and a separating equilibrium will result irrespective of the contact technology. Finally, Eeckhout (2006) discusses sorting on pay-off irrelevant characteristics.

We use canonical correlations to create attractiveness indices which are a linear combination of education, income, father’s education and father’s income. We find that (1) singles are more likely to move from the countryside to the city than couples, (2) couples have the largest probability to make the reverse movement and (3) attractive singles are more likely to move to the city than less attractive singles. We also test the sensitivity of our results to different definitions of attractiveness and cities. Moreover, we take sub-samples of (i) individuals older than 25 to eliminate a potential college-effect and of (ii) individuals who never have kids to control for the possibility that children influence the moving decision. Our main results are robust to those exclusions, although our findings are less precise in the reduced sample for individuals without children. Finally, we are worried that our results are driven by life cycle motives. When people get older they enjoy clubs and bars less and walking through nature more. To address this issue, we consider individuals who divorced in the country. If their location choice was driven by life-cycle considerations we...
expected them to stay in the country while according to the marriage-market story we expect them to move back to the city. We give evidence that divorcees tend to move back to the city. A number of papers are related to ours. Mincer (1978) argues that marriage reduces mobility because the cost are higher for families. He finds support for this pattern in US data.

Costa and Kahn (2000) argue that higher educated couples (power couples) are overrepresented in cities. The idea is that the colocation problem (both have to live close to their job) is particularly severe for them. Their model therefore predicts that higher educated couples are more likely to move into the city and less likely to move out of the city. In terms of the latter prediction, our model predicts exactly the opposite. They use cross-section data from the U.S. Recently, Compton and Pollak (2007) took another look at the issue. They argue that another explanation for the overrepresentation of power couples in the large cities is that all college educated individuals, married and unmarried, are attracted to the amenities and high returns to education of the large cities. As a result of this, the formation of power couples is more likely to occur in larger than smaller metropolitan areas. In their explanation education is key while in ours, the marriage market role of cities is the driving force. Based on PSID data, they analyze the dynamic patterns of migration, marriage, divorce, and education in relation to city size and find that power couples are not more likely to migrate to the largest cities in the U.S. than part-power couples or power singles. Instead, the location trends are better explained by the higher rate of power couple formation in larger metropolitan areas. With the Danish data we find that the marriage market role of cities is more important than the colocation of job opportunities. High skilled singles move to the city but once they are married they are more likely to move out of the city. Dahl and Sorensen (2008) give evidence that migration in Denmark is more driven by social factors (location of family and friends) than by financial incentives.

Stark (1988) and Smith and Thomas (1998) also look at the relation between marriage and mobility. Stark argues that the labor and the marriage market interact because the location where people search for jobs is often the same as where they search for a marriage partner. Smith and Thomas find for Malaysia that migration by males is mainly driven by labor market considerations while for females, fertility and family considerations are more important. We also find that females behave more like the marriage-market model than males.

Black et al. (2002) suggest that the reason a city like San Francisco hosts a disproportional high number of gays is due the high housing cost of living there. San Francisco is known as one of America’s loveliest cities. Hence, due to the high demand for housing in San Francisco, housing prices are high. Gay couples face constraints that make having children more costly for them than for similar heterosexual couples. This frees resources for other “goods” such as housing in high-amenity locations. Although we do not explicitly consider the gay mating market, our model suggests an alternative explanation. Since the market for gays is relatively thin, they gain a lot by moving to a dense market like cities. In addition, any area that happens to have a large gay community will attract more gays because the matching rate depends not only on the contact rate but also on the share of potential mates and this is what pushes up house prices and creates nice amenities.

Edlund (2005) argues that young women outnumber young men in urban areas. The argument is that urban areas offer skilled workers better labor markets. Assuming that there are more skilled males than females, this alone would predict a surplus of males. However, the presence of males with high incomes may attract not only skilled females but also unskilled females, and thus a surplus of females in urban areas from the combination of better labor and marriage markets.

Finally, clustering and partner formation is studied intensively in biology. In many promiscuous species, females cluster around the top males. Secondary males may however also cluster around the top males for two reasons. According to the “hotshot” model of Beehler and Foster (1988), remaining isolated is less attractive since then they would meet even fewer females. Alternatively, Bradbury (1981) argues that males respond to female’s desire to compare. In the presence of search frictions, clustering is necessary for comparison. Finally, Wagner (1997) gives evidence that socially monogamous species have similar incentives to cluster.

The paper is organized as follows. First, in Section 2 we present a simple marriage market model. In Section 3 we discuss the data. Section 4 presents the main estimation results. Section 5 carries out a number of robustness checks and Section 6 concludes.

2. The model

The marriage market that we consider is in the spirit of Burdett and Coles (1997). Our economy is made up of two locations, the countryside and the city. All males and females have identical preferences but they differ in their attractiveness as a marriage partner. The attractiveness distribution and preferences are the same for both sexes. We assume that all singles are randomly distributed over the city and the country side at the age that they enter the marriage market.

We discuss the marriage decision problem from the female point of view, the male perspective is mutatis mutandis the same. Consider a single female who is looking for a marriage partner. Given the location choices of all the other singles, and the excess cost of living in the city, she chooses the location of residence that maximizes her expected discounted utility. For reasons of tractability, we analyze the model under two different extreme assumptions for the cost of mobility. Either this cost is zero for singles and finite for couples, or it is infinite for both. Both extremes allow us to focus on a particular aspect of the model, the sorting of individuals across locations (for zero mobility cost of singles) and the tightness of the correlation between male and female attractiveness within a location (for infinite mobility cost).

Each woman searches for a husband who she wants to marry and who wants to marry her. After having found a partner the couple must decide whether to stay at the current location or move. We treat the moving cost for couples to be a random variable which captures the idea that it depends on work location or the presence of children, etc. The size of this moving cost is revealed after marriage. Divorce is ruled out, marriage is an absorbing state. We focus on the steady state where the yearly inflow of singles is equal to the yearly outflow of married couples and where the death rate is δ. For simplicity, we assume that both partners of a couple die simultaneously. To keep things simple, we set the rate of time preference at zero. In order to keep the model tractable we ignore labor market considerations. This is not because we believe that employment motivated migration is unimportant but rather because we want to focus here on the marriage market role of the city and there already exists a large literature on labor markets, agglomeration and the urban wage premium. In our empirical analysis we do discuss how we can distinguish between both stories.

Let a be the attractiveness of a female and α the attractiveness of male, a and α ∈ [a−, a+] where we assume a+ > a− > 0. For simplicity we assume a to be constant over time. Coles and Frances-

---

1 Socially monogamous species are characterized by the fact that both partners engage in parental care. However, there is lot of evidence that both males and females still pursue extra-pair copulations (EPC). This EPC, give according to Wagner similar incentives to cluster as the motivations described above.

conii (2008) allow a to decrease over time. Symmetry implies that the female problem is identical to the male problem. Let \( l \in \{0, 1\} \) be the location of residence of an individual or a couple (0 = countryside, 1 = city) and let \( c \) be the excess cost of living in a city which we take as given but later in Section 2.4 we endogenize \( c \) for a special case of the model. Utility is non-transferable between males and females. It is convenient to discuss the model in reverse order, starting from the last stage of the life cycle, the location choice of a married couple, and then work back to the location choice of singles.

**Lifetime utility of a married couple at the optimal location.** A female who is married with a male who has attractiveness \( a \) and who lives in area \( l \) enjoys life time utility
\[
U_m(a, l) = x - lc
\]
where \( c \) is the excess cost of living in a city (in stock terms).\(^3\)

**Location choice of a married couple.** A couple chooses the location of residence that maximizes their utility. They trade off the cost of moving with the utility gain that a change of location yields. Denote the cost of moving by \( \gamma \). We assume \( \gamma \) to be a strictly positive random variable. Couples learn the value of \( \gamma \) after marriage. A couple that marries in the city, \( l = 1 \), decides to move to the countryside, \( l = 0 \), if its moving cost are lower than the excess cost of urban life:
\[
U_m(a, 1) < U_m(a, 0) - \gamma \implies c > \gamma .
\] (1)
A couple who marries in the countryside never moves to the city because the cost of living are higher there. The additive separability of the utility function in the attractiveness of the partner and the location specific cost makes that the preference of both husband and wife for living at either location is the same. Hence, we can ignore any problem of intra-household bargaining on location choice. In case of infinite mobility cost, married couples never move.

**Lifetime utility of a single and a married female.** Define the expected utility for a female who is married in location \( l \) to a male with attractiveness \( a \) as:
\[
E_l U_m(a, l) \equiv E_l [\max(U_m(a, l), U_m(a, 0) - \gamma)] = x - l(c - C),
\]
where \( C \equiv E \max(c - \gamma, 0) \).

\( C \) is the expected cost saving of moving out of the city. \( C \) is equal to either zero if the moving cost exceeds the excess cost of living in the city or it is equal to the difference between the cost of living in the city and the moving cost if the latter are less than the former.

Let \( f_i(a) \) be the mass of males of attractiveness \( a \) who search for a partner in location \( l \), and \( m_i(a) \) the marriage set of a female with attractiveness \( a \). This set consists of all males with attractiveness \( a \) with whom she is willing to marry and who are willing to marry her. Hence:
\[
x \in m_i(a) \Leftrightarrow a \in m_i(x).
\]
The lifetime utility for a single female who searches for a partner in location \( l \) is determined by the following Bellman equation:
\[
\delta U_i(a, l) = \lambda_l \int_{m_i(a)} [E_l U_m(a, l) - U_i(a, l)f_i(a)dx - \delta lc]
\]
\[
= \lambda_l \int_{m_i(a)} [x - l(c - C) - U_i(a, l)f_i(a)dx - \delta lc].
\] (2)

The death rate, \( \delta > 0 \), plays the same role as the discount factor in standard search models. \( \lambda_l \) is the arrival rate of marriage candidates per unit of the stock of searching candidates. We assume that the arrival rate is higher in the city than in the countryside, \( 0 < \lambda_0 < \lambda_1 \), either because of a higher density or because the market is bigger. The first right-hand term of the first line is the welfare gain of marriage and moving to the optimal location. The second term, \( \delta lc \), is the excess cost of living in the city that a single pays during the period she searches for a partner. Note that the assumption \( \lambda_0 > 0 \) implies that a woman who lives in the countryside prefers being married to the least attractive male to remaining single for ever, since remaining single yields \( U_i(a, 0) = 0 \), while being married to the least attractive man yields \( U_m(a, 0) = \alpha - \gamma > 0 \).

**Marriage sets.** Marriage requires mutual agreement. Hence, for both partners, the lifetime utility of being married must be weakly greater than the lifetime utility of being single.

\[
C_1 : E_l U_m(a, l) > U_i(a, l) \land
\]
\[
C_2 : E_l U_m(a, l) > U_i(a, l).
\] (3)
Condition \( C_1 \) states that a female with attractiveness \( a \) must be willing to marry a male of attractiveness \( a \) in \( C_2 \) states that a male with attractiveness \( x \) must be willing to marry a female of attractiveness \( a \). By symmetry, the marriage sets of a man and a woman with the same attractiveness are the same.

**Equality of the in and outflow of singles for each \( a \) and \( l \).** We assume that the marriage market in each region is in steady state. Hence, the number of new singles entering the market equals the number of singles getting married. Let \( g_i(a) \) be the mass of singles of attractiveness \( a \) entering location \( l \) to search for a partner. In steady state the following holds:\(^5\)
\[
g_i(a) = f_i(a) \times \left( \lambda_l \int_{m_i(a)} f_i(a)dx + \delta \right).
\] (4)

The left-hand side is the inflow of new singles of attractiveness \( a \), and the right-hand side is the outflow rate which equals the number of contacts between females with attractiveness \( a \) with males in her matching set, \( \int_{m_i(a)} f_i(a)dx \) and a fraction \( \delta \) dies. By symmetry, a similar equation holds for the inflow of males of attractiveness \( x \), \( g_i(a) \) and the mass of males and females with the same attractiveness, \( f_i(a) \) is identical. In Appendix A.1 we derive a closed form expression for \( f_i(a) \).

**Location choice of a single.** For the case of costless mobility of singles, a female living in the countryside, \( l = 0 \), decides to move to the city, \( l = 1 \), if
\[
u_i(a, 0) > U_i(a, 1).
\] (5)
and vice versa. Let \( h(a) \) be the mass of singles of attractiveness \( a \) in both locations before location choice and let \( I(a) \) be an indicator function that takes the value one if attractiveness level \( a \) prefers location 1, that is, if condition (5) is satisfied and zero otherwise. Then
\[
g_0(a) = I(a)h(a),
g_1(a) = [1 - I(a)]h(a).
\] (6)

When the cost of mobility is infinite (see Section 2.3), we assume the new singles to be equally distributed among both locations:
\[
g_i(a) = \frac{1}{2} h(a).
\] (7)

\(^3\) Utility depends only on the characteristics of one partner. Specifications where the own type matters in an additive way do not change the results, i.e. a female with attractiveness \( a' \) married to a male \( a'' \) receiving utility, \( u - a'' + h(a'') \), with \( h' > 0 \). In the words of Burdett and Coles (1999): “narcissm is not necessarily ruled out”.

\(^4\) Where we can think of \( x = x'/\delta \) with \( x' \) being the flow value of marriage with a type \( a \).

\(^5\) Hence, we deviate from a common but unpleasant simplification in the literature which is the cloning assumption: each person who gets married is immediately replaced by another person of the same attractiveness, see e.g. Bloch and Ryder (2000). That assumption fixes the distribution of attractiveness over the stock instead of over the inflow.
Definition 1. An equilibrium is a collection of marriage sets $m_i(a)$ and densities $f_i(a)$ that satisfies Eqs. (3) and (4), and either Eq. (6) for the case with zero mobility cost for singles, or Eq. (7) for the case with infinite mobility cost.

Below, we first characterize the equilibrium for a single location. Next, in Section 2.2 we turn our attention to the sorting of singles and couples into cities and rural areas in the case of zero mobility cost for singles. Then, we compare the correlation between male and female attractiveness between both locations for the case of infinite mobility cost in Section 2.3. Finally, we explain in Section 2.4 why cities are more expensive to live in, have a higher contact rate and have a larger fraction of singles.

2.1. The marriage market equilibrium

The shape of the marriage sets is determined by a number of simple observations. If a female with attractiveness $a$ is willing to marry a male with attractiveness $a'$, then she is also willing to marry all males who are more attractive: $a > a'$ because $u_i(a, l)$ is strictly increasing in $a$. Hence, the marriage set of a woman with attractiveness $a$ in location $l$ is convex, the lower bound $a_l(a)$ being the least attractive man to whom she is willing to marry, the upper bound $a_u(a)$ being the most attractive man who is willing to marry her. In other words, the lower bound is the attractiveness $a$ for which condition C1 is just violated (i.e. holds by equality), the upper bound is the highest rank $a$ for which condition C2 is not violated (i.e. holds by equality). Hence, the marriage set of a woman with attractiveness $a$ is defined as $[a_l(a), a_u(a)]$.

Consider the most attractive female, $a = a^*$. By the previous argument, all males are willing to marry her, so the upper bound of her marriage set is $a = a^*$. The lower bound of her marriage set, denoted $a^*_l$, is determined by the male type that gives her the same amount of marriage utility as the value of remaining single. Evaluating (2) at $x^1$ gives an expression for $u_i(x^1, l)$. Then,

$$a^*_l - l(C - C) = u_i(a^*_l) = \frac{\partial}{\partial a} \int_{a^*_l}^{a_u} (a - a^*_l) f_i(a) d\alpha - lc$$

and

$$a^*_l = \frac{\partial}{\partial a} \int_{a^*_l}^{a_u} (a - a^*_l) f_i(a) d\alpha - lc.$$ (8)

It is easily verified that all single women with attractiveness $a \in [a^*_l, 1]$ set the lower bound of their marriage set at the same value as the most attractive woman because they solve exactly the same problem. Hence, all these single women have the same utility, $u_i(a, l) = u_i(a^*, l)$, $\forall a \in [a^*_l, a^*]$. By symmetry, the same applies to all males. The females and males with attractiveness $a \in [a^*_l, 1]$ form a closed segment and marry with each other, but they do not marry with anybody else. A woman with attractiveness $a^*_l$ can therefore not marry with a more attractive male. Her own attractiveness is the upper bound of her marriage set. The whole logic that applies to the first segment that contains the most attractive candidates therefore carries over to the second segment. The lower bound of the next segments $i$, $a^*_i$, can be calculated in a similar way:

$$a^*_i = \frac{\partial}{\partial a} \int_{a^*_i}^{a_i} (a - a^*_i) f_i(a) d\alpha - lc.$$ (9)

The whole market falls apart in a number of consecutive, non-overlapping segments. Men and women marry within and never outside their segment. In Appendix A.2 we characterize the equilibrium and give a condition for uniqueness. Fig. 1 shows the segments in the attractiveness space of males and females. The segments are given by the shaded areas. By Eq. (19), a female’s attractiveness when being single is directly related to the utility of the least attractive male in her segment, because all females in this segment are indifferent between marrying this man and remaining single. Hence, this utility can be derived immediately from Fig. 1. This segmented class structure has been established in a number of papers. In a “Walrasian” marriage market without search cost, the utility of a single woman equals her attractiveness, because each level of attractiveness forms a separate segment and marriage sets are reduced to singletons. Consequently, all matches are on the diagonal (Gale and Shapley, 1962). Hence, for the countryside (for the city the argument is only trivially different) the vertical distance between the diagonal and the actual utility $u_i(a, 0) = \delta_{i, 0} < a < \delta_{i, 1}$ can be interpreted as a measure of the cost of search frictions for a woman of attractiveness level $a$. Only for the least attractive single woman in each segment her utility is equal to what it would be in a “Walrasian” market. For her, the cost of waiting for a suitable marriage partner is exactly offset by the chance of finding a better partner than she would have been able to find in a “Walrasian” market. A slight change in the segmentation would therefore make her worse off, since she would no longer be the least attractive woman in her segment, and hence she would get a lower pay off than in the “Walrasian equilibrium”. Hence, there is no unambiguous Pareto ranking for equilibria with a different number of segments. The shaded area between the diagonal and the actual utility is a measure of the total cost of search frictions. The larger therefore the number of segments, the smaller the total losses due to search for the most attractive type are.

2.2. The best location to search for a partner

Having characterized the marriage market equilibrium in each location, we can now proceed with the analysis of the location choice at the moment that a single starts looking for a partner. The case with infinite mobility is simple: there is no mobility, everybody starts searching for a partner at the location where she is born. With finite mobility cost for couples and zero mobility cost for singles, the latter move to the location where their expected utility is highest. In that case, there are multiple equilibria.\footnote{6 See e.g. Burdett and Coles (1997), Bloch and Ryder (2000), Eeckhout (1999), and Smith (1997).}
The location choice determines the density of new singles that enter the market in a particular location, \( g_i(a) \), which in turn determines the number of people with attractiveness \( a \) in the stock of people who are looking for a partner, \( f_i(a) \). An extreme example clarifies the problem. For the sake of argument, assume \( c = 0 \) at this point. Suppose that all singles decide to look for a partner in the city, then \( g_i(a) = f_i(a) = 0 \) for all \( a \), and hence, \( u_i(a, 0) = 0 \), which rationalizes the choice of singles to move to the city in the first place. Clearly, when we start with the reverse presumption that all singles decide to look for a partner at the countryside, then \( g_i(a) = f_i(a) = 0 \) for all \( a \), and hence, \( u_i(a, 1) = 0 \), which also rationalizes the presumption. This explains the existence of small areas like Beverly Hills which contains a large fraction of attractive singles. If we want to obtain a unique equilibrium, we have to impose further restrictions. For this purpose, we introduce the notion of hierarchical efficiency.

**Definition 2.** An hierarchically efficient equilibrium is an equilibrium that satisfies Definition 1 and where on top of that the lifetime utility of a single with attractiveness \( a' \) cannot be improved without making a more attractive single \( a \in (a', a^+] \) worse off.

By the class structure of the equilibrium on the marriage market, where a single in the 4th segment of the market has to take the behavior of singles in higher segments as given, the concept of hierarchical efficiency is related to Aumann’s (1959) concept of a strong equilibrium (there exists no profitable deviation by a coalition of players). In an hierarchically efficient equilibrium, the utility of each individual is maximized subject to the constraint that the utility of more attractive people is already maximized. Since in any equilibrium, a coalition of less attractive people cannot influence the strategy of more attractive people, an hierarchical efficient equilibrium is a strong equilibrium.

**Proposition 1.** Consider the case of finite mobility cost. For intermediate values of \( C \), there exists a critical level of attractiveness \( a' \) such that in a strong equilibrium all singles with \( a < a' \) move to the countryside, \( l = 0 \) and all others to the city, \( l = 1 \). For lower values of \( C \), they move to the city. For higher values of \( C \) they move to the countryside.

**Proof.** See Appendix A.3.

**Proposition 2.** shows that the most attractive single women prefer the city and the least attractive women prefer the countryside. We label this outcome the elite city ordering. Singles face a tradeoff between the efficiency of the marriage market in the city and the cheap cost of living in the countryside. The elite prefers the efficiency of the city marriage market above the cheap cost of living in the country because they gain more by a higher contact rate. Their greater attractiveness allows them to marry with more attractive partners since their own attractiveness is basically their endowment in the marriage market. Hence, their opportunity cost of remaining single are the highest and therefore they have the greatest incentive to move to the city. We have not modeled the housing market at this stage. However, one can expect that with a positive supply of housing both in the city and at the countryside, house prices will adjust such that at least some singles prefer the city above the countryside, for otherwise nobody wants to live in the city (remember that couples migrate only from the city to the countryside), see Section 2.4.

Jacquet and Tan (2007) study a related problem where market places fulfill the same role as locations in our model. They allow for free entry of market places and show that all equilibria feature perfect segmentation (the first contact results in a match) when the contact technology exhibits constant returns to scale. With a quadratic contact technology they show that (like here) a Burdett Coles class structure arises. The intuition is that under CRS, less attractive types impose congestion externalities on more attractive types and this gives the latter more incentives to form new market places for themselves. Under a quadratic technology, there are no congestion externalities.

### 2.3. Location differences in the tightness of matching

Next, we consider whether the segmentation of the marriage market is tighter in the city. With finite mobility cost the analysis is very messy as we argue below and therefore we focus on infinite mobility cost in this section and assume that the distribution of attractiveness of the inflow of new singles is equal in both regions. At what location is the correlation between the male and female attractiveness of a couple highest?

**Proposition 2.** Consider the case of infinite mobility cost. Conditional on a common upper bound \( a^{-1} \) of segment \( i \) at both locations, the lower bound of the segment is lower in the country than in the city if \( a_i < a_l^1 < 1 \).

**Proof.** This follows from the fact that the lower bound of a segment is increasing in \( \lambda \), see (9).

Since the contact rate is higher in the city, singles respond by becoming more choosy and this implies a higher correlation between male and female attractiveness since matches are closer to the main diagonal of Fig. 1.

The relation between segment size and regions is more complicated with finite random mobility cost. In that case, part of the singles of a particular level of attractiveness will move and part will stay at the location where they are born (those with high mobility cost). It then depends on the exact segmentation of the market whether singles of a particular level of attractiveness move to the city or to the countryside. For example, the best segment, \( i = 1 \), will be tighter in the city than at the countryside, but a female with attractiveness \( a \) in between the lower bounds of the upper segment in the city and at the countryside falls in the second segment in the city while she belongs to the first segment in the country. If the lower bound of this second segment in the city is below the lower bound of the first segment in the countryside, \( a_l^1 < a_l^2 < a_l^1 \), she remains in the country. Hence, there is myriad of potential outcomes.

However, with finite random mobility cost, one can expect by and large that for the upper end of the attractiveness distribution there is net immigration to the city and matching is tighter there, while for the lower end of the distribution, the reverse holds. Immigration and tighter matching are two sides of the same coin, as tighter matching implies that the most attractive singles in a segment get higher utility in that location, and hence singles will move there. As we will show in the next subsection, the higher cost of living in the city can be driven by the net aggregate migration of singles to the city.

### 2.4. The nature of the excess cost of living in the city

This section proposes an explanation for why living in the city is more expensive than in the countryside. For reasons of tractability, we consider a simplified version of our model where all agents have the same attractiveness \( a \) and where the stock of housing (and hence the population) at both locations is equal. We normalize the total population size to one and start our analysis with equal contact rates in both locations, \( \lambda_1 = \lambda_0 = \lambda \). Without loss of generality we denote the location with (weakly) more singles as the city, \( l = 1 \).
Contrary to the previous analysis the excess cost of living in the city is now endogenous. Since we will show that the cost of living in the city are equal to or above the cost of living in the countryside, \( c \geq 0 \), couples who married in the country never move to the city.

Let \( \Gamma(\gamma) \) be the distribution function of moving cost, \( \gamma \). Couples move to the countryside if \( \gamma < c \). So a fraction \( \Gamma \equiv \Gamma(c) \) of the couples moves from the city to the countryside. Let \( F_i \) be the stock of singles in location \( i \). The stock of married living in the country, \( M_0 \), follows from the following steady state flow condition:

\[
\dot{F}_1^2 + \delta F_0^2 = \delta M_0.
\]

The left-hand side is the inflow of married couples into the country; where the first term is the inflow of the newly married couples with sufficiently low moving cost moving in from the city, and the second term represents the number of marriages in the country. The right-hand side is the outflow of married couples (into death). The stock of married in the city, \( M_1 \), follows from a similar equation:

\[
\dot{F}_1^1(1-\Gamma) = \delta M_1.
\]

The lifetime utility of a single living in, respectively, the country and the city is given by:

\[
\begin{align*}
\nu_0 &= \frac{2}{\delta}F_0(a - \nu_0), \\
\nu_1 &= \frac{2}{\delta}F_1(a - \nu_1) - (c - C).
\end{align*}
\]

Since singles are free to choose their location, a no-arbitrage condition holds and both utilities must be equal in equilibrium, \( \nu_0 = \nu_1 \), implying that:

\[
c - C = \frac{2\dot{F}_1(F_1 - F_0)}{\delta + 2\dot{F}_0}a.
\]

Suppose \( \gamma \) is distributed uniformly on the interval \([0, 1/\eta]\). This implies:

\[
\Gamma(\gamma) = \frac{\eta \gamma}{\eta}, \quad \Gamma = \frac{\eta}{\eta}, \quad C \equiv E_{\gamma}[c - \gamma, 0] = Pr(\gamma < c) \cdot E(\gamma|\gamma < c) = \frac{1}{2} \eta c^2.
\]

Using these conditions, equilibrium can be characterized by an equation that only depends on \( c \).

There exist multiple equilibria. The first is a trivial equilibrium where both locations have the same population composition and where \( c = 0 \). Since moving cost is positive, married couples have no incentives to move out of the location where they marry. For sufficiently low moving cost, this equilibrium is unstable because if the initial conditions are such that the city has slightly more singles, it will break down and the city attracts more singles. Then, the city specializes in marriage formation and consequently it attracts relatively many singles who push up house prices and increase the cost of living. This gives newly formed couples with sufficiently low moving cost incentives to leave the city in order to save on the high cost of living. Below, we illustrate the equilibrium for \( \eta = 1, \alpha = 1, \delta = 0.2 \).

Besides the equilibrium where \( c = 0 \), there is one other equilibrium in this example where \( c = 0.52 \). Location 1 has more singles than location 0, \( F_1 = 0.29, F_0 = 0.16 \) and location 0 has more married couples: \( M_1 = 0.21 \) and \( M_0 = 0.34 \). We have not found parameters combinations that generate more than 2 feasible equilibria. The higher cost of living in the city are due to the rents that home owners appropriate. Suppose that we extend this model with an upward sloping housing supply curve. The idea is that construction becomes more and more expensive as the number of houses in an area increases. Since rents are higher in the city, equilibrium housing supply will be higher in the city as well. Consequently, the population density in the city will be larger than in the country, raising the contact rate in the city above the country rate at the countryside, \( \lambda_1 > \lambda_0 \), and making the city even more attractive for singles. This explains why the excess cost of living in the city go hand in hand with a higher population density. Finally, the supply of single amenities (bars, clubs, etc.) will also adjust to the composition of a region. In our model, the emergence of cities is the result of the desire of singles to cluster together in order to find an attractive marriage partner. Adding heterogeneity to this model makes that cities specialize in their role as efficient marriage markets in particular for attractive singles, as discussed in Section 2.2.

3. Empirical strategy and data

In the remainder of the paper we provide a simple exploratory empirical analysis of the main predictions of the theoretical model presented above. Our goal is to test whether the predictions are consistent with a data set consisting of a randomly drawn subsample of Danes born between 1955 and 1965. Specifically, we look at the moving patterns between the countryside and cities and we investigate whether singles and in particular the most attractive ones are more likely to move to the city. We consider some alternative explanations in Section 5. Below, we give a description of the data set used and how we construct a measure of attractiveness. In the next section we present the empirical results which are based on linear probability models of the mobility pattern.\(^9\)

The data that we use to test the main implications of the model come from IDA (Integrated Database for Labor Market Research) created by Statistics Denmark. The information comes from various administrative registers that are merged at Statistics Denmark. The IDA sample used here contains (among other things) information on marriage market conditions for a randomly drawn subsample of individuals born between January 1, 1955 and January 1, 1965.\(^10\) The individuals are followed from 1980 to 1995. The data set enables us to identify individual transitions between different states on the marriage market on an annual basis. In addition, we have information about current geographical location. This implies that we also observe an individual's mobility pattern within Denmark on an annual basis.\(^11\) If the individual enters a relationship

\(^9\) In earlier versions of the paper we estimated non-linear probability models, which gave very similar results. Since one of our main variables is the interaction term between being single and level of attractiveness we find it more informative to use the linear probability model which gives a cleaner interpretation of the interaction term.

\(^10\) Immigrants are included but cannot be separated identified.

\(^11\) We consider Denmark to be a single market. Given the small fraction of immigrants this is not too restrictive (the foreign born population only accounted for 5% in 2000 while for the OECD as a whole this is 10%, see OECD, 2008).
we also observe the personal characteristics of the partner. There are 23,672 individuals in our sample. We use the following variables.

**Education.** We use years of completed education to describe educational attainment. Since most of the sample is acquiring education in the sample period we will use education in 1995 (when the youngest person in the sample was 30) as the indicator for level of education (to avoid problems with unfinished education). The basic level of education in Denmark is 9 years of education. Individuals graduating from high school have 12 years of education, the next education class is 14 years of education, to complete a medium degree requires 16 years and finally it takes 18 years to graduate from university.

**Income.** We use (log) gross income. The income figures are all in terms of 1980 prices and include salary, capital gains, and income transfers. The consumer price index is used as a deflator.

**City- rural definition.** We divide Denmark into cities and rural areas. The five largest Danish cities are Copenhagen (incl. Frederiksberg), Aarhus, Odense, Aalborg, and Esbjerg. The most dense area in Denmark is the Copenhagen metropolitan area 12.7% of the population lived there in 1995. The other cities host 15% of the population in 1995. The five cities are distributed across the country as shown in Fig. 2. We therefore conjecture that the relevant city definition is to include the largest cities in each region of Denmark. The dependent variables in the analysis are indicator variables that take the value 1 if an individual who lives in the city moves to the countryside or, for the other regression, if an individual that lives in the countryside moves to the city in a given year. For individuals who stay either in the city or in the countryside for two consecutive years the relevant dependent variables take the value 0. Note that a city according to our definition is a much smaller unit than a CMSA in the Census data so one should be careful when comparing our results to those of Costa and Kahn (2000) and Compton and Pollak (2007). Therefore, we repeated our analysis with a different definition of dense and non-dense areas based on the population density. This changes the city definition somewhat. Some suburbs of Copenhagen are more densely populated than the large cities. It turns out however, that our main results are robust to changes in the city definition. Finally, we do our analysis only treating Copenhagen as a city and find qualitatively similar results.

**Marriage.** Individuals can occupy one of three states in the marriage market: single, cohabiting, or married. In this paper we merge cohabitation and marriage into one group and refer to this group as married. Cohabitation as either a prelude to or a substitute of marriage is very common in Denmark (see e.g. Svarer, 2004). There are some qualifications to this definition of marriage. Some of the couples – presumably a small minority – that are registered as cohabiting are simply sharing a housing unit, and do not live together as a married couple.

**Personal characteristics.** We also have detailed information about the number of kids in the household. We know the labor market status of the individuals, their age and their income. In addition, we have information on the income and education of the father of each individual in the sample.

Table 1 presents descriptive statistics for the main variables. The period covers 1980–1995. We report means for 1987 for the main explanatory variables. These are representative for the whole period.

Table 1 shows that a higher fraction of the population is single in the city although the age difference between the city and rural areas was quite small in 1987. That is, the higher fraction of singles in the city is not a result of a lower mean age. More people have children in the rural areas. People tend to be more educated and have higher incomes in the city. In addition, housing prices are also higher in the city. Table 1 also reveals that men marry later

**Table 1**

<table>
<thead>
<tr>
<th></th>
<th>City Women</th>
<th>City Men</th>
<th>Rural Women</th>
<th>Rural Men</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of observations, 1987-numbers</td>
<td>3612</td>
<td>3815</td>
<td>7920</td>
<td>8325</td>
</tr>
<tr>
<td>Single, 1987-numbers (%)</td>
<td>46.3</td>
<td>55.4</td>
<td>26.0</td>
<td>44.0</td>
</tr>
<tr>
<td>Children, 1987-numbers (%)</td>
<td>35.4</td>
<td>19.3</td>
<td>56.2</td>
<td>33.3</td>
</tr>
<tr>
<td>Age, 1987-numbers (in years)</td>
<td>26.4</td>
<td>26.7</td>
<td>27.0</td>
<td>26.9</td>
</tr>
<tr>
<td>Years of education</td>
<td>12.14</td>
<td>12.36</td>
<td>11.89</td>
<td>12.01</td>
</tr>
<tr>
<td>Gross income (conditional on working, in 1000 dkk)</td>
<td>194.1</td>
<td>256.9</td>
<td>183.7</td>
<td>253.8</td>
</tr>
<tr>
<td>Father’s years of education</td>
<td>10.56</td>
<td>10.46</td>
<td>10.24</td>
<td>10.06</td>
</tr>
<tr>
<td>Father’s gross income (in 1000 dkk)</td>
<td>150.1</td>
<td>109.0</td>
<td>124.8</td>
<td>104.6</td>
</tr>
<tr>
<td>Father has missing income (%)</td>
<td>35.7</td>
<td>34.8</td>
<td>35.4</td>
<td>31.7</td>
</tr>
<tr>
<td>1995 house prices per m² (in 1000 dkk)</td>
<td>6.3 dkk</td>
<td>4.3 dkk</td>
<td>6.4</td>
<td>2.9</td>
</tr>
<tr>
<td>Average annual rural-to-city mobility rate (%) (all years)</td>
<td>6.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average annual city-to-rural mobility rate (%) (all years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. Numbers represent percentages – unless stated otherwise.
because the cohort contains relatively many single men. The average annual mobility rate for the sample period is presented in the last two rows. On average 2.9% of the individuals move from the rural areas to the city per year. The reverse move from a city to a rural area happens more than twice as often. 

In the next section we construct an attractiveness measure which we use in Section 4 to test the main implications of the model.

3.1. Constructing a measure of attractiveness

The model presented in Section 2 suggests that more attractive singles are more likely to move to the city. Individual attractiveness presumably depends on a wide range of characteristics like weight, height, age, intelligence, humor, physical appearance, income, etc. Data limitations restrict us from using a complete set of personal attributes. Regrettably, pictures of the individuals in the sample are not available, so that we cannot rank individual according to their looks, as in e.g. Hamermesh and Biddle (1994). We therefore follow Wong (2003) and Anderberg (2004) and use income and education as attractiveness components. In addition, we also exploit information on father’s level of education and income.12 Below, we explain how we determine their relative importance. In a frictionless world, the most attractive females marry the most attractive males, resulting in a perfect correlation between male and female attractiveness. In a world with frictions this correlation will not be equal to one but it will be positive. Here, we conjecture that attractiveness for both males (A*) and females (A*) is a linear function of the four factors described above and the dummies for missing income and education for fathers.13

\[ A^* = \text{edu} \times z_1 + \ln(\text{inc}) \times z_2 + f_{\text{edu}} \times z_3 + \ln(f_{\text{inc}}) \times z_4 + f_{\text{miss_inc}} \times z_5 \]

\[ A^* = \beta_1 \times z_1 + \ln(\beta_2) \times \beta_3 + f_{\beta_4} \times \beta_5 + \ln(f_{\beta_6}) \times \beta_7 + f_{\text{miss_inc}} \times \beta_8. \]

Table 2

<table>
<thead>
<tr>
<th>Canonical coefficients</th>
<th>t-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>x1: Man’s education</td>
<td>0.86</td>
</tr>
<tr>
<td>x2: Man’s father’s education</td>
<td>0.23</td>
</tr>
<tr>
<td>x3: Man’s income</td>
<td>0.13</td>
</tr>
<tr>
<td>x4: Man’s father’s income</td>
<td>0.35</td>
</tr>
<tr>
<td>x5: Man’s father has missing income</td>
<td>0.32</td>
</tr>
</tbody>
</table>

Table 3

| Summary statistics for the standardized attractiveness measure. |
|-----------------------|------------------|------------------|
|                     | Singles         |                 |
|                      | Mean        | Std. Dev.       |
| Rural                |              |                 |
| Male attractiveness  | -0.087     | 0.883           |
| Female attractiveness| -0.085     | 0.902           |
| City                 |              |                 |
| Male attractiveness  | 0.397      | 1.186           |
| Female attractiveness| 0.376      | 1.166           |

We estimate the relative importance of those factors (the x’s and the β’s) by canonical correlation, as was already suggested by Becker (1973). Canonical correlations (see e.g. Johnson and Wichern (1998)) construct indices of A* and A* such that the correlation between each of them is maximized subject to the indices being orthogonal to each other. In the model, we assumed that the two sets of variables are related to each other only through a single index. In Table 2 we present the results from the canonical correlation analysis. We standardized all variables, i.e. they are all transformed to have mean 0 and variance equal to 1 to ensure that the weights are consistently estimated.

All estimated coefficients are significantly different from zero. The standardized coefficients show that the attractiveness level is mainly determined by education. The bivariate correlation between the partners educational level is 0.38. The additional terms in the attractiveness measures do not add much to the total correlation. On the other hand they all have a significant impact on the measure and we choose to include them in the subsequent analysis. We also investigate a version where only education is included as a measure of attractiveness.14 The first canonical root is 0.42 and although the second is significantly positive it is much smaller. Hence, the first canonical correlation captures most of the correlation between the two sets of variables and we can use a single index.

Based on the estimated weights we construct an attractiveness number for each individual by adding up the weighted values of their characteristics. The summary statistics for the attractiveness index (singles only) for both cities and rural areas are presented in Table 3.15

Table 3 shows that on average singles living in the city are more attractive than singles living in the countryside. Since, a crucial determinant of attractiveness in the current analysis is the level of education this might simply reflect that returns to education are larger in the city. In the next section we try to investigate whether other motivations for living in the city dominate the migration market effect.

4. Results

In this section we investigate whether the mobility patterns observed in the data are consistent with the main predictions of Section 2. First, singles have a relatively larger probability to move to the city and a relatively smaller probability to move to the countryside to explore the higher contact rate. Second, in particular the attractive singles have a larger probability of moving to and staying in the city since the opportunity cost of remaining single are largest for them.

12 In labor economics similar issues arise, see e.g. Heckman and Scheinkman (1987). Worker skills are often measured by education but as Baccol et al. (2009) argue, this is restrictive. They use many other psychological traits and measures of intelligence and take an hedonic approach using information on job requirements to identify skills from skill requirements. Gautier and Teulings (2009) also take an hedonic approach and use all worker characteristics that are available in the CPS to construct a single dimensional skill index using wages to obtain weights for the various factors.

13 We did not include age because it is likely that preferences are based on age differences between own’s and partner’s type rather than the absolute value of age. We also considered using occupation information. It was however not obvious how to rank different occupations so we choose not to include it in the analysis.

14 We also investigated a version of the model where we use average income in the last three years to purge for potential temporary income fluctuations. The results presented in Table 2 and in subsequent tables were not affected by this other income measure.

15 The attractiveness measure is constructed based on 1995 observations. The results throughout the paper are however unaffected if we use each year’s income to construct the measure. Moreover, if we estimate the weights for city and rural areas separately, we get very similar results.
the reason that power couples are more often observed in cities
and Pollak (2007)). In fact, Compton and Pollak (2007) show that
mobility patterns of individuals based on their marriage market
Our results are consistent with recent literature that looks at
singles. That is, among the married the most attractive are more
likely to leave the city. We believe this finding highlights the
city to the countryside is in particular lower for the most attractive
singles in the terminology of Costa and Kahn (2000) and Compton
 Particularly so for the more attractive ones (also known as power
couples (here illustrated by the power man or woman who tends to marry power spouses (see e.g. Nielsen and Svarer,
2009)) leave the city at a higher rate and locate in less populated areas.16

Table 4 presents the results for the movements rural to
city and city to rural for both men and women. Table 4 shows that
for both men and women the mobility pattern is consistent with
the model predictions. That is, single people are more likely to
move to the city and less likely to leave the city compared to mar-
rried individuals. In addition, the coefficients of the interaction
terms reveal that among singles the most attractive are most likely
to move to the city and are also less likely to leave the city
although for the city-to-rural movement, the sum of the coeffi-
cients (single, attractiveness and their product) is not significantly
different from zero. Another interesting finding is that the presence
of children is associated with a lower mobility propensity in all
dimensions, although the marginal effect is, as expected, much lar-
ger in the mobility equation from the city to rural areas.

In Table 4, we present the results for the movements rural to
city and city to rural for both men and women. Table 4 shows that
for both men and women the mobility pattern is consistent with
the model predictions. That is, single people are more likely to
move to the city and less likely to leave the city compared to mar-
rried individuals. In addition, the coefficients of the interaction
terms reveal that among singles the most attractive are most likely
to move to the city and are also less likely to leave the city
although for the city-to-rural movement, the sum of the coeffi-
cients (single, attractiveness and their product) is not significantly
different from zero. Another interesting finding is that the presence
of children is associated with a lower mobility propensity in all
dimensions, although the marginal effect is, as expected, much lar-
ger in the mobility equation from the city to rural areas.

An alternative story is that expected income is higher in the city
(in particular for attractive types). However, higher income does
not explain why singles and attractive singles in particular are
more likely to move to the city than couples. Another competitor
to the marriage market hypothesis of why attractive people locate
in the city is that they can benefit from the higher returns to edu-
cation. But this cannot explain why they move out of the city as we
find. The finding that more attractive people are more mobile is
consistent with other studies on individual mobility (e.g. Greenwood, 1997; Compton and Pollak, 2007).

In Table 4, we also see that the probability of moving from the
city to the countryside is in particular lower for the most attractive
singles. That is, among the married the most attractive are more
likely to leave the city. We believe this finding highlights the
importance of considering the marriage market component in the
investigation of mobility patterns between cities and rural areas. Our
results are consistent with recent literature that looks at
mobility patterns of individuals based on their marriage market
that singles are more likely to locate in the cities and that this is
particularly so for the more attractive ones (also known as power
singles in the terminology of Costa and Kahn (2000) and Compton
and Pollak (2007)). In fact, Compton and Pollak (2007) show that
the reason that power couples are more often observed in cities

In Table 4 also shows that the presence of children is associated
with a lower mobility propensity between the city and the coun-
tryside and vice versa. This suggests that children raise moving
costs. The marginal effect of children is higher for the migration
from the countryside to the city, which indicates that amenities
of rural living like more space, cheaper housing and less pollution
are more valuable to individuals with children. In Section 5.2, we
investigate further whether the presence of children is the driving
force behind the mobility differences between singles and married
individuals. For now, we simply notice that whereas children are
affiliated with a lower mobility probability from the countryside
to the city they are also associated with a lower probability of mov-
ing from the city to the countryside.

Finally, we give additional life cycle evidence in Table 5. We
present the distribution of individuals between rural and city con-
donational on their level of attractiveness at different life stages.
Table 5 shows that at age 18 (when individuals are typically not
yet active on the marriage market and often still live with their
parents) most people live in rural areas and there is not a lot of dif-
ference between individuals at the high and the low end of the
attractiveness distribution. However, at the time of marriage, many
of them live in the city. In particular, a large share of the individu-
als in the fourth quartile have moved to the city and married there.
Amongst the individuals who stay married for 5 years we see that a
significant fraction has moved back to the rural areas and a pattern
arises that is very close to the pattern at age 18. Only the most
attractive individuals prefer to live in the city, although also for
arises that is very close to the pattern at age 18. Only the most
attractive individuals prefer to live in the city, although also for

16 In the analysis we do not model the dynamic mobility process of each individual.
As a short cut we treat each annual observation as independent. This approach
could be invalidated if there is a lot of return migration. However, among the married
couples that leave the city around 90% do not return to a city during their marriage. If
we exclude the return migrants from the analysis our qualitative findings remain
the same.
ants. They also find that conditional on education, singles are more likely to live in a large city than couples. This observation is consistent with the Danish data.

### 4.1. Size of the segments

In Section 2.3, we suggested that cities have more and smaller segments which implies a higher correlation between levels of attractiveness of men and women.

In this section we present evidence for this claim. We investigate whether differences in our attractiveness measure between partners differ between the city and rural areas. In Table 6, we present the Spearman rank correlation between attractiveness and education separately.

For both measures of attractiveness the rank correlation is larger in the city which suggests a finer segmentation. The evidence presented above is to a large extent consistent with the marriage-market hypothesis presented in Section 2. In the subsequent sections we look at a number of alternative explanations. The main goal is to see whether the marriage market story still prevails once these confounding mechanisms have been included in the analysis.

### 5. Alternative explanations and robustness checks

In this section we carry out a number of sensitivity checks and test whether our results can be driven by other factors. First, we test whether the inflow of singles into the city merely reflects a “college effect”, and second we test whether the fact that couples move out of the city is mainly due to the presence of children and finally we test whether our results could be driven by life cycle motives.

#### 5.1. Going to the city to get a college education

In Denmark, most universities are located in the larger cities so we must worry about whether our results are driven by youngsters who move into the city to get an education, get married and then move back to the countryside. First, this story is not necessarily inconsistent with our marriage market model because colleges and universities are good marriage markets themselves because they select a fairly homogeneous group of highly educated individuals (see e.g. Goldin and Katz, 2002; Nielsen and Svarer, 2009). Nevertheless, it is useful to check whether our predictions still hold in the absence of colleges. We can do this by restricting the sample to individuals who are older than 25 years and assume that the motivation for those individuals to move to the city cannot be the presence of colleges. The results of this exercise are presented in Table 8.

Comparing the results in Table 8 to the results found for the unrestricted sample reveals that the single and attractive men and women are even more likely to move to the city than their married counterparts, and that this is especially so for the more attractive singles. Also the mobility patterns from the city to the countryside are consistent with the results found for the complete sample. Even though school attendance presumably is a major factor to locate in cities, those who are beyond the schooling age and are single are also strongly attracted to the cities.

#### 5.2. The role of children

Although we control for having children, married couples could still move to rural areas because they expect to have kids in the future. In that case, the reason to move to the countryside reflects a shift towards more space and not the fact that one loses the benefits of a higher contact rate. In order to isolate the search motivation, we only consider the subset of couples who never get children. Under the assumption that having no kids reflects preferences rather than constraints, this group must have other motives than kids to move to the countryside (see Table 9).

---

**Table 8**

<table>
<thead>
<tr>
<th></th>
<th>Women Rural to city</th>
<th>City to rural</th>
<th>Men Rural to city</th>
<th>City to rural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>0.032±</td>
<td>−0.018±</td>
<td>0.021±</td>
<td>−0.009±</td>
</tr>
<tr>
<td>Attractiveness</td>
<td>0.002±</td>
<td>0.015±</td>
<td>0.005±</td>
<td>0.002±</td>
</tr>
<tr>
<td>Single attract.</td>
<td>−0.013±</td>
<td>−0.016±</td>
<td>0.010±</td>
<td>−0.002±</td>
</tr>
<tr>
<td>Children</td>
<td>0.012±</td>
<td>0.005±</td>
<td>0.004±</td>
<td>0.004±</td>
</tr>
<tr>
<td># Observations</td>
<td>51,764</td>
<td>17,154</td>
<td>46,528</td>
<td>16,591</td>
</tr>
</tbody>
</table>

**Table 9**

<table>
<thead>
<tr>
<th></th>
<th>Women Rural to city</th>
<th>City to rural</th>
<th>Men Rural to city</th>
<th>City to rural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>0.024±</td>
<td>−0.018±</td>
<td>0.011±</td>
<td>−0.011±</td>
</tr>
<tr>
<td>Attractiveness</td>
<td>0.006±</td>
<td>0.003±</td>
<td>0.011±</td>
<td>0.004±</td>
</tr>
<tr>
<td>Single attract.</td>
<td>0.010±</td>
<td>−0.002±</td>
<td>0.001±</td>
<td>−0.008±</td>
</tr>
<tr>
<td># Observations</td>
<td>4926</td>
<td>2129</td>
<td>4915</td>
<td>2184</td>
</tr>
</tbody>
</table>

**Note.** We condition on age and whether the individual works full-time.

* Denotes significantly different from 0 at the 5% level.
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<th>City to rural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>0.024±</td>
<td>−0.018±</td>
<td>0.011±</td>
<td>−0.011±</td>
</tr>
<tr>
<td>Attractiveness</td>
<td>0.006±</td>
<td>0.003±</td>
<td>0.011±</td>
<td>0.004±</td>
</tr>
<tr>
<td>Single attract.</td>
<td>0.010±</td>
<td>−0.002±</td>
<td>0.001±</td>
<td>−0.008±</td>
</tr>
<tr>
<td># Observations</td>
<td>4926</td>
<td>2129</td>
<td>4915</td>
<td>2184</td>
</tr>
</tbody>
</table>
The absence of kids does not change the sign of the coefficients. We do, however, see that the standard errors increase and that in terms of statistical significance our results are less clear for the reduced sample. For the transition from the countryside to the city we still find that singles have a higher moving propensity and that this is especially pronounced for the more attractive single women. We also estimated mobility equations (not shown) for a sample of mothers. That is, we investigate whether single mothers are more likely to move than married mothers. We basically find the same pattern as in Table 8. Single mothers are more likely to move to the city, but not statistically more likely to stay in the city compared to married mothers. One interpretation of the results in Table 8 is that even if different preferences related to children are controlled for, singles are more likely to move to the cities due to the better marriage market conditions there. Although the signs are as predicted, our estimations are not strong enough to conclude that married individuals without kids are more likely to leave the city. A possible reason for this result is the higher mobility costs associated with having children. For future research it would be relevant to investigate this issue in more depth with a larger data set to get more precise estimates.

5.3. Life cycle motives for leaving the city

Although our theoretical model does not allow for divorce and return migration, both are salient facts in the data. The behavior of divorcees can shed light on the geographical mobility of single people. Indeed, the mobility pattern that we reported so far could be the result of “ordinary” life cycle behavior. People enter the city when they are young and have relatively strong preferences for bars, clubs, cinemas and other city amenities and then leave the city when they are older and richer and have stronger preferences for space. One way to “isolate” the search effect is to consider the mobility patterns of couples who have moved to the country and who divorced there. If they moved to the countryside for life cycle motives other than the marriage market, we expect them to stay in the country after divorce whereas according to the marriage market model they should move back to the city once they become single again. We find that our model still holds. Since the observations we use are annual, we only know that a divorce has occurred during the year but not the exact date. We therefore present results for both individuals who have been divorced 1 year and those who are still divorced after 2 years (see Table 10).

Table 10
Linear probability model: divorcees.

<table>
<thead>
<tr>
<th>Women</th>
<th>Rural to city</th>
<th>City to rural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Divorced, 1 year</td>
<td>0.051*</td>
<td>0.003</td>
</tr>
<tr>
<td>Attractiveness</td>
<td>0.009*</td>
<td>0.001</td>
</tr>
<tr>
<td>Divorced - attract.</td>
<td>0.020*</td>
<td>0.004</td>
</tr>
<tr>
<td>Children</td>
<td>-0.026*</td>
<td>0.001</td>
</tr>
<tr>
<td>Divorced, 2 years</td>
<td>0.019*</td>
<td>0.005</td>
</tr>
<tr>
<td>Attractiveness</td>
<td>0.010*</td>
<td>0.001</td>
</tr>
<tr>
<td>Divorced* attract.</td>
<td>0.018*</td>
<td>0.005</td>
</tr>
<tr>
<td>Children</td>
<td>-0.027*</td>
<td>0.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Men</th>
<th>Rural to city</th>
<th>City to rural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Divorced, 1 year</td>
<td>0.026*</td>
<td>0.004</td>
</tr>
<tr>
<td>Attractiveness</td>
<td>0.013*</td>
<td>0.001</td>
</tr>
<tr>
<td>Divorced - attract.</td>
<td>0.019*</td>
<td>0.004</td>
</tr>
<tr>
<td>Children</td>
<td>-0.019*</td>
<td>0.004</td>
</tr>
<tr>
<td>Divorced, 2 years</td>
<td>0.017*</td>
<td>0.005</td>
</tr>
<tr>
<td>Attractiveness</td>
<td>0.013*</td>
<td>0.001</td>
</tr>
<tr>
<td>Divorced* attract.</td>
<td>0.012*</td>
<td>0.006</td>
</tr>
<tr>
<td>Children</td>
<td>-0.019*</td>
<td>0.001</td>
</tr>
</tbody>
</table>

# Observations 84,736 29,714 76,130 27,065

Note. We condition on age and whether the individual works full-time.

* Significantly different from 0 at the 5% level.
** Significantly different from 0 at the 10% level.

Not surprisingly, because of the nature of a divorce, divorcees are more likely to move. Therefore we must compare the likelihood to move to the city with the likelihood to move out of the city. For men, there is no large difference after the first year of divorce. In the second year after divorce they are however more likely to move to the city, but not to the rural areas compared to the reference group. For both men and women, the propensity of the divorced to move to the city is larger than to move out of the city after 2 years of divorce but not after 1 year of divorce. This can be explained by the fact that it is typically harder to find a place to live in the city than in the countryside.

5.4. Other alternatives

A parallel explanation to our story is that people who live in the country can meet as many potential marriage market partners as people who live in the city but it is more costly for them to do so (i.e. they have to drive to a city, take a voluntary job where one meets many people, etc.). The opportunity cost of doing so is higher for more skilled workers so they opt for living in the city. We could model this by introducing search cost to our model but this would add yet another source of multiplicity similar to Diamond (1982) and make it intractable.

Another possibility is that high skilled workers (which are the more attractive workers in our empirical application) must work harder in dense areas to distinguish them from rivals, see Rosenthal and Strange (2008). If the participants of the urban rat race are more likely to leave the city after a few years of 80 hour working weeks this could explain the patterns of Table 5. However, it cannot explain why couples are more likely to leave the city than singles.

6. Final remarks

In this paper we extend the Burdett and Coles (1997) marriage market model with a distinction between efficient marriage markets (cities) and less efficient search markets (rural areas) and derive how individuals sort into those markets. Our model predicts that singles and in particular attractive singles move to the city while couples move out of the city. Those predictions are confirmed by the data. We find that in particular for females, the cross-partial of single and attractiveness on the probability of moving is positive and statistically significant. Why the cross-effect is less pronounced for males is still an open issue.

---

18 See for a dynamic model of return migration.
19 An ending cohabitation also counts as a divorce.
20 We thank one of the referees for pointing out this possibility.
We offer a range of alternatives stories that can generate similar mobility patterns as those derived from our marriage market hypothesis. These include: higher returns to education in the city, the presence of universities in cities, and life cycle motives for moving in and out of the city. By using appropriately chosen sub samples, we show that there is still room for the marriage-market motivation. Finally, one might wonder why cities have more amenities per capita that are aimed at singles like bars and clubs? We view this as the natural market response to the desire of singles to cluster in cities.

For future research we believe it could be fruitful to include divorce decisions. One interesting motivation for married couples to move to a rural area is that it is an efficient way to make a commitment. Burdett et al. (2004) showed that if one of the partners is likely to continue searching “on-the-job”, this by itself stimulates the other partner to continue search as well. Given the many long term investments that are required, like raising children and buying a house, which all require a stable relationship, it can be efficient to move to an inefficient search market to limit “on-the-job” search. In Gautier et al. (2009) we investigate this further. Furthermore, it would be interesting to allow for investments in one’s type, as in Burdett and Coles (2001) and Mailath et al. (2000). The latter show, also using an increasing returns to scale contact technology, that if workers are sorted on the basis of pay-off irrelevant characteristics (i.e. green and red) that there exist equilibria where firms spend more effort to search in the green-worker areas and the green workers invest more in human capital than the red workers. In our model, attractiveness is exogenous but their results imply that there may exist equilibria where attractive females mainly search in cities and where city males invest more in their types. Finally, we focussed on the marriage market in this paper and abstracted away from the labor market. This does not mean that we believe that labor market considerations are not important to understand migration. To the contrary, we believe that an interesting avenue for future research is to jointly study the labor and the marriage market in one model. In such a model it would be important to consider joint location constraints and household bargaining as in Gemici (2008).
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Appendix A. Derivations and omitted proofs

A.1. The derivation of equation \( f_i(a) \)

Integrating (4) over \( m_i(a) \) and exploiting symmetry, \( f_i(x) = f_i(a) \), yields:

\[
\int_{m_i(a)} g_i(x)dx = \lambda \left( \int_{m_i(a)} f_i(x)dx \right)^2 + \delta \int_{m_i(a)} f_i(x)dx
\]

Solving (15) for \( \int_{m_i(a)} g_i(x)dx \) and substitute this back in (4) yields the following expression for the steady state mass of females of type \( a \):

\[
f_i(a) = \frac{2g_i(a)}{\delta + \sqrt{\delta^2 + 4\lambda \int_{m_i(a)} g_i(x)dx}}
\]

A.2. The marriage market equilibrium in a single region

By Eq. (16), \( f_i(a) \) satisfies

\[
f_i(x) = f_i(a) = \frac{2g_i(a)}{\delta + \sqrt{\delta^2 + 4\lambda \int_{m_i(a)} g_i(x)dx}},
\]

Define:

\[
a_b^0 = a^*,
\]

\[
a_i(a_1, a_1^{-1}) = \frac{1}{\delta} \sqrt{\lambda \int_{m_i(a, a_1^{-1})} g_i(x)dx} \int_{a_1}^{a_i}(x-a)g_i(x)dx - IC.
\]

The last expression gives the utility of singles whose upperbound is \( a_1^{-1} \) for various values of the lower bound \( a \). In equilibrium, the lower bound of one’s matching set is the value that makes a single indifferent between marriage and remaining single.

An equilibrium in the marriage market is a collection of connected non-overlapping segments such that the lower bound \( a_i \) of each segment \( i \) at location \( l \) is the upper bound of the next segment. Then, the lower bounds \( a_i \) of segments \( i \) are determined recursively starting from \( i = 1 \) by the following algorithm:

\[
a_i = a(a_i, a_i^{-1}),
\]

except for the lowest segment, denoted \( l \), for which

\[
a^- > a(a^-, a_i^{-1}).
\]

\[
a_i^l = a^-.
\]

Furthermore,

\[
u_i(a, l) = a_l^i - IC, \quad \forall a \in [a_l, a_i^{-1}].
\]

A sufficient condition for uniqueness is:

\[
2H(a, b)^2 > h(a) \int_{a}^{b} (x-a)h(x)dx, \quad \forall (a, b), \quad a^- \leq a < b \leq a^+.
\]

This can be seen as follows. The proposition generalizes the logic of Eqs. (8) and (9). For \( a = a_i \), Eq. (18) is identical to Eq. (9), where we substitute \( f_i(x) \) for Eq. (16). Given the upper bound \( a_i^{-1} \) of a segment \( i \), we can calculate \( a_i(a_i, a_i^{-1}) \) as a function of \( a \).

Suppose condition (20) holds. Then, this condition also holds for \( g_i(a) \) within a segment: if mobility cost are infinite, it holds by Eq. (7); if mobility cost for singles are zero, either all attractiveness levels within a segment prefer region \( l \) or none since all have the same utility as a single \( u_i(a, l) = a_l^i - IC \) within a location, so either the one location dominates or the other, so that \( g_i(a) = h(a) \) within that segment, see Eq. (6). For \( a = a_i^{-1}, a_i(a_i, a_i^{-1}) = -IC < a \) and

\[
\frac{\partial a_i(a_i, a_i^{-1})}{\partial a} = \frac{1}{\lambda} \sqrt{\lambda G_i(a_i, a_i^{-1})} - G_i(a_i, a_i^{-1}) \int_{a}^{a_i} (x-a)g_i(x)dx < 0, \quad \forall a < a_i^{-1}.
\]

See also Akerlof (1985) for a related model on discrimination with IRS.
where the inequality follows from the fact that condition (20) applies. Hence, \( a_l (a_l^{-1}) = a \) has either a unique interior solution for \( a < a_l^{-1} \) or it has no solution at all, in which case \( i \) is the lowest segment \( l \) at location \( l \), for which \( a_l = a \).

Without condition (20), we cannot rule out multiple equilibria.

The source of the multiplicity of equilibria is the same as in Burdett and Coles (1997): if all women use a non-selective acceptance strategy, where they also marry with unattractive males, they all marry fast. By symmetry, this implies that males do the same and the stock of singles is small. This reduces the probability of finding a very attractive male, and makes applying a more selective strategy not profitable. However, if the most attractive females in the segment are all selective, then they stay single for a longer period. This raises the probability of finding an attractive partner, and hence the selective strategy is an equilibrium as well. Since this multiplicity is not central to our argument, we rule it out by imposing condition (20).22

A.3. Proof of Proposition 2

It is sufficient to prove that if singles in segment \( i \) prefer the countryside above the city, so will singles in segment \( i+1 \). The location of segment \( i+1 \) is irrelevant, so we omit the suffix \( l \) for that segment. Suppose segment \( i \) prefers the countryside above the city \( a_l^C < a_l^1 \). By Eq. (6), this implies

\[
\alpha = \int_{a_l^C}^{a_l^1} f(x) h(x) dx + \alpha (a_l^C) h(x) \int_{a_l^C}^{a_l^1} f(x) dx - \alpha C
\]

The second inequality follows from (21). The first equality implies

\[
\frac{\partial \alpha}{\partial a_l} = \int_{a_l^C}^{a_l^1} (x - a_l^C) h(x) dx
\]

Substitution in the second inequality yields:

\[
\frac{\sqrt{a_l^2 - a_l^C} \alpha_i}{\sqrt{a_l^2 - \alpha C}} < \alpha C
\]

Since \( \alpha_i > \alpha_C^{-1} \), this inequality holds also for segment \( i+1 \). Clearly, for low values of \( C \), the final condition is not satisfied for any segment; for high values of \( C \), it is satisfied for all segments.
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